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Abstract— The idea of using multiple models to cope with pa-
rameter uncertainties in adaptive systems was first introduced
in the 1990s. Conventionally, methods based on this mechanism
typically suffer from ”curse of dimension,” which means that
the number of required identification models grows exponen-
tially with respect to the number of unknown parameters. In
this paper, the parameter identification problem is formulated
as a time-varying optimization procedure, and a guided multiple
model search framework is proposed to solve it. Instead of
sampling the identification models in a large parameter space,
models are sampled locally and used to estimate the search
direction. As a result, the number of needed identification
models grows linearly in this approach, in comparison with
the exponential growth of existing methods. The proposed
method also provides a unified form for nonlinear systems
with non-affine unknown parameters, which is out of the
scope of classical adaptive control theory. Moreover, theoretical
convergence analysis is provided with specific conditions. The
effectiveness of the proposed approach is verified by simulations
and comparisons with existing methods.

I. INTRODUCTION

Coping with systems with parameter uncertainties is a

long-standing problem in control theory and applications. For

systems with affine unknown parameters, it is well known

that the classic adaptive control is an effective solution.

When parameter initial errors are large or systems are

oscillatory, multiple models (observers, agents) based control

schemes [1-10], were introduced to improve the transient

performance.
Multiple-model based control was first introduced by

Athans et al. [1] on the design of Multiple Kalman Filters,

where no switch among models was involved and no guaran-

tee of stability was considered, similarly in [2], [3] and [4].

In the 1990s, Narendra and Balakrishnan [5] incorporated

model switching and tuning into multiple model control

framework, which aimed to accelerate the convergence rate

of the parameter estimation. Following this, several variants

were developed, including switching among fixed models

([6] and [7]), switching and tuning among adaptive models

([8] and [9]), and the hybrid combination of fixed and

adaptive models. The common principle of these approaches

is to sample the identification models in a large parameter

space, and choose one model at each instant to determine

the control input. Besides, the concept of multiple models

with switching and tuning was also applied in identification

problems, including parameter estimation [10] and combined

state and parameter estimation [11].
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Although many simulations and experiments, e.g. [12],

[20] and [21], have shown that multiple model control

performs satisfactorily if sufficient amount of identification

models are used, there still exist two main challenges. First,

to assure that at least one of the identification models is

sufficiently close to the real system, the number of required

identification models grows exponentially with the number of

unknown parameters. Second, the identification models are

usually sampled in a large parameter space. Consequently,

different models might be too far away from each other to

be relevant, which makes them almost ”useless” in locating

the unknown real system parameters. Namely, only the

model with the best performance will be chosen, and other

models are severely under-utilized. A second level adaption

presented in [13] achieved fast convergence with only a

small number of models. However, this approach is limited

to linear time-invariant (LTI) systems only.

To address these challenges, we formulate the parameter

identification problem as a time-varying optimization proce-

dure, and utilize a guided multiple model search framework

to solve it. Instead of sampling models in a large parameter

space, local sampling strategy is used to make identification

models close to each other. Then, multiple models are

used to estimate the search direction, and the identification

models are updated by line search. Under conditions of

persistency of excitation, local convexity, and local Lipschitz

continuity, the proposed method guarantees the convergence

of parameter estimation. The estimated parameters can then

be used to determine the control input online.

Compared with existing multiple model control schemes,

the proposed method significantly reduces the number of

required models from exponential complexity to liner com-

plexity, as well as the amount of computation. Moreover,

it also provides a unified form for nonlinear systems with

non-affine unknown parameters, which is out of the scope

of the classical adaptive theory. In various real-world sys-

tems, like neural network control, robotics, and nonlinear

models in finance, classes of problems are arising where

efficient algorithms for non-affine parameters identification

are required. The method presented in this paper provides an

efficient solution for those problems.

This paper is organized as follows. In Section II, the

mathematical notations and preliminaries are introduced.

The proposed search framework is explained in Section

III. In Section IV, the proposed framework is incorporated

into parameter identification, with theoretical analysis on

boundness and convergence. Simulations are presented in

Section V. Section VI concludes the paper.
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II. NOTATIONS ADN PRELIMINARIES

A. Notations

Throughout this paper, the following notations are

used. Let R=(−∞,∞), R≥0=[0,∞), N={0, 1, 2, ...}, and

N
+={1, 2, 3, ...} be the set of real numbers, non-negative

real numbers, natural numbers and positive natural numbers.

For vectors x1 ∈ R
n1 and x2 ∈ R

n2 , (x1, x2) denotes the

vector [xT
1 , x

T
2 ]

T ∈ R
n1+n2 . For a vector x ∈ R

n, ‖x‖k
denotes the k-norm of the vector x. Some special cases

include the infinity norm ‖x‖∞=max(|x1|, |x2|, ..., |xn|),
and the Euclidean norm ‖x‖2=

√
x2
1 + x2

2 + ...+ x2
n, where

x1, x2, ..., xn are the elements of x. By default, ‖x‖=‖x‖2.

A continuous function α: R≥0→R≥0 is called a class K
function, if α(0)=0 and α is strictly increasing. Additionally,

if limx→∞ α(x)=∞, then α is called a class K∞ function.

The hyper-ball centered at ζ with a radius of r is denoted

as B(ζ, r) := {x|r ≥ ‖x − ζ‖}. The hyper-cube centered

at ζ with a length of 2l is denoted as H(ζ, l) := {x|l ≥
‖x−ζ‖∞}. For any Δ > 0, MΔ denotes the set of piecewise

continuous functions from R≥0 to H(0,Δ).

B. System, Identification Model and Monitoring Signal

Consider the following deterministic system

ẋ(t) = f(x(t), p∗, u(t)) (1)

y(t) = h(x(t), p∗) (2)

where x(t) ∈ R
nx is the state vector, u(t) ∈ R

nu is the

control input, y(t) ∈ R
ny is the output vector, p∗ ∈ R

np is

the unknown parameter vector, np is the number of unknown

parameters, and f(x, p, u) and h(x, p) are known functions.

The unknown parameter vector p∗ is assumed to be constant

and belong to a known compact set Θ. For any initial

state x0 and piecewise-continuous input u(t), the system

generates a unique solution that is defined for t ≥ 0. If the

state is measurable, let h(x, p)=x and y(t)=x(t). Otherwise,

only y(t) is measured and x(t) needs to be recovered from

y(t). As this paper is focused on parameter estimation, it is

assumed a robust control input u(t) is known to prevent x(t)
from divergence.

A set of identification models is constructed, each is

associated with a parameter estimate p. Thus, the dynamic

equation that governs all of the identification models is

˙̂x(t) = f̂(x̂(t), p, u(t), y(t)) (3)

where x̂(t) is the state vector of the identification model, p
is the corresponding parameter estimate, and u(t) and y(t)
are the control input and the measured output of real plant

(1). Note that the classic adaptive law might be inapplicable

for such system as (1), since the unknown parameters p
in f(x, p, u) might be non-affine.

Let x̃(t)=x̂(t)−x(t) denote the state error, and

ỹ(t)=ŷ(t) − y(t) denote the output error. The error

dynamic is

˙̃x(t) = f̂ − f = F (x̃(t), x(t), p, p∗, u(t)). (4)

A basic assumption on the design of identification mod-

els is that if x̃(t0)=0 and p=p∗ at time t0, it must be

F (x̃, x, p, p∗, u)=0 and x̃(t)=0 for any t > t0, i.e., zero

response for correct parameters. Some typical designs of the

identification models can be found in [6], [11] and [18].

To evaluate the performance of an identification model

over a period of time, a monitoring signal is defined. Similar

to [9], we adopt the following weighted norm error for each

identification model as the monitoring signal

μ(tstart, t, p, x̃tstart) =

∫ t

tstart

w(τ)‖ỹ(τ)‖2dτ (5)

where tstart and t specify the time period, p is the parameter

estimate associated with the identification model, x̃tstart is

the initial state error, w(τ) is a bounded strict positive weight

function. A widely used weight function is the exponentially

decaying weight, namely

w(τ) = exp(−λ(t− τ)) (6)

where λ > 0, and the monitoring signal can then be

computed as

μ̇ = −λμ+ ‖ỹ(t)‖2
μ(tstart) = 0

(7)

If all the identification models are initialized identically at

tstart, the explicit dependency of μ(tstart, t, p, x̃tstart) over

x̃tstart can be dropped. The motivation is that, when the

identification models are initialized or redistributed, their

initial states are set to x̂0, which is our best state estimate at

time tstart. If the state is measurable, their initial states can

be set to true state measured from the real plant. Thus, the

monitoring signal can be written into μ(tstart, t, p). When the

context is clear, the monitoring signal is abbreviated into μ.

In multiple model control schemes, such as [8] and [9],

the designer can use an arbitrary number of models to

identify the plant, but only one controller to control it. It

therefore follows that N identification models (with the same

structure as defined in (3)) can be set up to provide N
parameter estimates p1, p2, ..., pN . Based on the monitoring

signal μ, one of the models is selected to determine the

overall parameter estimate at any time instant t, and it is

used at that instant to determine the control input u(t).

III. GUIDED MULTIPLE-MODEL SEARCH

FRAMEWORK

The parameter identification problem in multiple model

control can be cast into a time-varying optimization:

minimize
p

: μ(tstart, t, p) (8)

where μ is the monitoring signal in (5), tstart is the start time,

t is current time instant, and the parameter estimate p is the

decision variable. From this perspective, existing multiple

model control schemes, such as [8] and [11], typically

use exhaustive search to solve (8). In these approaches,

identification models are sampled in a large parameter space,

such as the known compact set Θ, and one identification

model with minimal μ is selected as the solution of (8) at

any time instant t.

3404

Authorized licensed use limited to: Shaanxi Normal University. Downloaded on July 03,2020 at 11:01:02 UTC from IEEE Xplore.  Restrictions apply. 



In this paper, we propose to use guided search to solve

(8). The guide information is obtained from known models

with their performance indices. To be more specific, the

associated monitoring signal μ of each identification model

might indicate its parameter estimation quality, i.e., how far

is p away from p∗ in some metric. Thus, along the direction

that minimizes μ(tstart, t, p) over p, it is likely to find new

identification models with better estimation quality, although

(8) is time-varying. Moreover, the direction that minimizes

μ(tstart, t, p) over p can be approximated by existing models.

Such concept can be naturally incorporated into multiple

model control, in which different models are sampled in the

parameter space, and their monitoring signals are computed.

As shown in Fig. 1, iterative update is incorporated into

multiple model algorithm with the following steps:

1) Local sampling and simulation: Let i be the iteration

number, given a parameter estimate pi−1 where the gradient

computation is anticipated, local sampling centred at pi−1

is performed, as shown in Fig. 1 (b). After sampling, these

models are simulated alongside the real system for a period

T and their associated monitoring signals (5) are computed.

2) Search direction computation: Given a set of n mod-

els sampled in the vicinity of pi−1 and their associated

monitoring signals μj , j = 1, 2..n. This step computes the

direction Δpi−1 that locally minimizes μ. A straightforward

choice of search direction is the negative gradient of μ. Other

more sophisticated approaches include momentum gradient,

adaptive gradient, etc.

To estimate the gradient of μ over p ∈ R
np , direct

finite difference method requires np+1 identification models,

where np is the number of unknown parameters. However,

μ might be corrupted by disturbance or noise. Therefore,

we use 2np ∼ 3np models and RANSAC [16] method for

gradient computation in our implementation.

3) Line search: As shown in Fig.1 (d), the line search is used

to locate new prospective model along the computed search

direction Δpi−1, i.e.,

pi = pi−1 + αΔpi−1 (9)

where α is the search step. Line search should ensure the

updated model pupdated = pi is in the known compact set Θ,

otherwise α will be discounted by a damping factor β < 1.

Local sampling at pi is also required, as shown in Fig. 1.

The algorithm above is summarized in Algorithm. 1 at

the next page. The proposed framework preserves a set of

models. We name it ModelSet, which is initialized by local

sampling at one or more initial guesses. The algorithm per-

forms an iterative update of ModelSet. In each iteration, all

the models are simulated for a period T , and their associated

monitoring signals μ are computed. Then, the model with

best estimation performance pbest is used to perform the

update step, which results in a new model pupdated. After

that, local sampling at pupdated is performed and all the

newly generated models are inserted into ModelSet.
As mentioned by Buchstaller and French [14], a

ModelSet should have better performance bound than any of

(a) (b) (c) (d)

Fig. 1: Illustration of a sampling and update step. (a) The

parameter estimate pi−1 (b) Local sampling and simulation

(c) Search direction computation at pi−1 (d) Line search from

pi−1 to pi along Δpi−1.

its subsets. Furthermore, a larger ModelSet is more robust

to disturbance and noise. However, the size of ModelSet
is limited by computational resource. Thus, some inferior

models must be discarded as a trade-off among performance

and tractability.

IV. PARAMETER IDENTIFICATION WITH GUIDED

SEARCH FRAMEWORK

In this section, the proposed framework in Section III is

incorporated into the parameter estimation problem. Bound-

ness and convergence analysis of the parameter identification

is also provided. For simplicity, our analysis is focused

on the cases with minimal ModelSet, which means only

one identification model and its local sampling models are

preserved in ModelSet at each instant.

The following assumptions are made concerning system

(1) and the identification model dynamics (3). For simplicity,

the monitoring signal (5) is abbreviated as μ(t, p) by setting

tstart = 0, when the context is clear.

Assumption 1: The states of system (1) can be measured,

thus y(t) = x(t).
Assumption 2: For all Δx,Δu ≥ 0, there exist a class

K∞ function αx̃ and a constant Tf (Δx,Δu) > 0, such that

for all p ∈ Θ, x(0) ∈ H(0,Δx) and for some u ∈ MΔu ,

the corresponding error x̃ satisfies: for any t ≥ Tf

∫ t

t−Tf

‖x̃(τ)‖2dτ ≥ αx̃(‖p− p∗‖) (10)

Remark 1: Assumption 2 is known as the Persistency of
Excitation (PE) condition in adaptive literatures. It differs

from classical PE in the sense that we consider a family of

systems (4) parameterized by p. It is shown that assumption

2 can be verified by classic PE for some systems. One may

refer Chong, et al [11] for more details.

The above assumptions ensure the unqiue optimality of

the real system parameter p∗:

Proposition 1: If Assumptions 1 and 2 hold, there exists

a time instant Tf , such that for any t > Tf , p∗ is the unique

minimizer of μ(t, p). Furthermore, for any t > Tf and p �=
p∗,

μ(t, p) ≥ wαx̃(‖p− p∗‖) (11)

where w is the minimum of weight function w(τ) over

[t−Tf , t]. To show the convergence of parameter estimation
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Algorithm 1: High Level Algorithm of Guided Search Framework

1 Initialize the ModelSet;
2 while system is running do
3 Simulate all identification models for period T , compute monitoring signal μ;

4 pbest ← Select Best Model(ModelSet);
5 Δp ← Compute Search Direction(pbest);
6 Check termination conditions;

7 pupdated ← Linear Search Update Model(pbest,Δp);
8 ModelSet ← ModelSet ∪ Local Sample Models(pupdated,Θ, n);
9 Discard some old models from ModelSet;

10 end

process, the following assumptions introduced in convex

optimization [15] are adopted:

Assumption 3: Local Convexity. There exists a convex set

Ω(t) in the vicinity of p∗, such that p∗ ∈ Ω(t) and the

function μ(t, p) is convex with respect to p in Ω(t).
Assumption 4: Continuity. For any t, the objective function

μ(t, p) is differentiable with respect to p, and additionally

‖∇pμ(t, p1)−∇pμ(t, p2)‖ ≤ L(t)‖p1 − p2‖ (12)

for any p1, p2 inside Ω(t), i.e., ∇μ(t, p) is Lipschitz contin-

uous with L(t) at time t.
Remark 2: The continuity of μ(t, p) with respect to p

at time t can be verified by the continuity and local Lip-

schitz continuity of function F (x̃, x, p, p∗, u) over p and x̃,

where F (x̃, x, p, p∗, u) is defined in (4). The detailed analysis

is presented in Appendix.

Remark 3: For nonlinear system with affine unknown

parameters, μ(t, p) is a quadratic function of p:

μ(t, p) = (p− p∗)TQ(t)(p− p∗) (13)

where Q(t) is positive semidefinite for any t ≥ 0. If

t > Tf , where Tf is defined in assumption 2, then Q(t)
is positive definite. The convex set Ω(t) in assumption 3

is R
nx , ∇pμ(t, p2) is a affine function Q(t)(p − p∗) of p,

and Lipschitz continuity of ∇pμ(t, p2) holds. Thus, all above

assumptions are satisfied. The analysis is shown in Appendix.

Based on the assumptions above, the convergence prop-

erties of the proposed search framework are discussed in

the following subsections. Our discussion is divided into

two cases, the offline identification and online identification,

according to whether u(t) and x(t) are stored in the memory

and can be used repeatedly.

A. Offline Identification

In offline identification, the input u(t) and the state x(t)
of the original plant (1) are recorded from time tstart to

tend. Thus, the function μ(tstart, tend, p) can be evaluated

for any p by resetting x̂(tstart) = x(tstart), simulating the

system from tstart to tend with parameter p, and computing

the monitoring signal μ. As the recorded input u(t) and state

x(t) from tstart to tend are used, the dependency of Ω and L
on t in (12) can be dropped, and both Ω and L are constants.

Therefore, the parameter identification is formulated into an

standard optimization problem, and its convergence can be

stated as follows:
Proposition 2: In offline identification, with assumptions

1-4 satisfied, the parameter estimate p will converge to p∗

if 1) p0 is initialized inside Ω; 2) α ≤ 1/L, where α is the

search step in (9). The convergence rate satisfies

μ(tstart, tend, pk)− μ(tstart, tend, p
∗) ≤ ‖p0 − p∗‖2

2αk
(14)

where k is the number of iterations. For the proof of this

proposition, refer to Boyd and Vandenberghe [15].

B. Online Identification
In online identification, the search framework with mul-

tiple models is executed in parallel with the real system

(1). u(t) and x(t) are obtained by measurement, and they

are used to compute the monitoring signals μ of current

identification models. No buffer or memory is required to

store u(t) or x(t) in online identification.
In comparison with offline identification, online identifi-

cation may be able to react to some time-varying effects,

such as the slowly changing unknown parameters. Besides,

online identification does not need any additional memory to

store x(t) and u(t) for a long period with a high sampling

rate. Thus, online identification is more suitable for real-time

controllers.
Before presenting the main results of this section, some

notations are clarified. Let t0=0 be the initial time of the

real system (1). At time ti, where i=1, 2, ..., the search

framework performs the ith update of the parameter estimate.

Let p−i be the estimated parameter vector before update, and

p+i be the estimated parameter vector after update, hence

p−i = p+i−1. The states of identification models are reset at ti,
thus x̃(t+i ) = 0. The monitoring signals as functions of p are

collected as μi(p)=μ(ti−1, ti, p), i=1, 2, ..., with associated

Ωi in assumption 3, weight function wi(t) in (5), Li in

assumption 4 and search step αi in (9). Let Ω =
⋂∞

i=1 Ωi.

Ω is non-empty for p∗ ∈ Ω.

1) Boundness
Theorem 1: In online identification, with assumptions 1-4

satisfied, if 1) p0 is initialized inside Ω; 2) αi ≤ 1/Li, where

αi is the search step in (9), then

‖p−i − p∗‖2 ≥ ‖p+i − p∗‖2 (15)
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in each update step i, and the inequality becomes equality if

and only if p+i = p∗.

Proof: See Appendix.

2) Convergence
In the next theorem, the convergence of parameter estimate

is established. The following assumption is made concerning

the sequence {Li}.

Assumption 5: The sequence {Li} is bounded by L. Thus,

there exists a search step sequence {αi} and a constant c <
1/L, such that αi > c > 0, i = 1, 2, ...

Remark 4: Assumption 5 means that it is possible to make

a non-vanishing step for each parameter update. For nonlin-

ear system with affine unknown parameters, assumption 5

can be ensured if the dwelling time ti − ti−1 is bounded,

where i = 1, 2, .... Refer to Appendix for detailed analysis.

Theorem 2: In online identification, with assumptions 1-

5 satisfied, the parameter estimate p will converge to p∗ if

1) p0 is initialized inside Ω; 2) weight functions wi(t) are

selected such that there exists a 0 < w ≤ wi(t) for any i
and t ∈ [ti−1, ti]; 3) c < αi ≤ 1/Li, where αi is the search

step in (9).

Proof: See Appendix

Remark 5: Unlike offline identification, online identifica-

tion does not assure the boundness of the convergence rate.

Remark 6: Even if the parameter estimate does not con-

verge, i.e. some assumptions such as the state measurability

and the persistency of excitation are not satisfied, it can

still be beneficial to use the proposed search framework.

The idea is that the optimization procedure usually finds

a better estimate in some metric compared with an initial

guess, although it might oscillate in the vicinity of local

optima.

V. SIMULATIONS

To illustrate the concepts discussed in the preceding sec-

tions, simulations are conducted on several examples. Online

identification is used for all examples in this section.

A. A nonlinear system with affine unknown parameters

To test our convergence result presented in section IV, we

tested on a nonlinear system with affine unknown parameters.

The dynamics of the system is

ẋ = Ax+Bu+ g(x, u)p∗ (16)

and the design of identification model is adopted from [18]

˙̂x = Ax+Bu+ g(x, u)p+ k(x(t)− x̂) (17)

where x=(x1, x2), B=(0, 1), p=(p1, p2, p3), u ∈ R, and

g1=(0, sin(x1+x2)), g2=(0, exp(x1+u)), g3=(0, x2
1+x2),

k is a positive gain matrix. The value of true parame-

ters are p∗1=12, p∗2=2, p∗3=5. The initial guess is set as

p=(−5,−5,−7). A termination condition to stop the search

procedure in our search framework is:

‖∇pμ‖ < cterminate (18)

where cterminate=0.3. The dwelling time is set to be 4s.
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Fig. 2: Parameter estimation error of system in section V-A.

Figure 2 depicts the Euclidean norm of parameter estima-

tion error ‖p− p∗‖ over time. In the 9th iteration of search,

the computed ∇pμ triggers the termination condition. The

final estimated parameter is p=(12.01, 1.93, 5.08).

B. A nonlinear disturbed system with non-affine parameters

To test the applicability and robustness of the proposed

search framework, a simulation study was performed on

the following nonlinear system with non-affine unknown

parameters,

ẋ1 = x2

ẋ2 = u+ p∗1(x1 + sin(x1)) + 14sin(p∗2x2)

+ exp(p∗3x1) + Δ

(19)

with identification model dynamic

˙̂x1 = x2 + k1(x1 − x̂1)

˙̂x2 = u+ p1(x1 + sin(x1)) + 14sin(p2x2)

+ exp(p3x1) + k2(x2 − x̂2)

(20)

where the true parameter vector is p∗=(12, 2, 1), and Δ is

a disturbance term. In this example, Δ is modeled as zero-

mean Gaussian noise with standard deviation of σ=0.1. x1 is

driven to track a desired sinusoidal trajectory xdes=sin(2t).
Totally nine identification models are used in parallel. The

control input u is designed to be

u = ufeedforward + ufeedback + urobust + ucompensate

ufeedforward = ẍdes

ufeedback = kp(xdes − x1) + kd(ẋdes − x2)

ucompensate = −(p1(x1 + sin(x1)) + 14sin(p2x2)

+ exp(p3x1))

(21)

where p = (p1, p2, p3) is the parameter estimate, and

the design of urobust is described in [22]. The estimated

parameter are initialized at p0=(8.5, 2.7, 3.0), the search step

is α=0.03 and the dwelling time is Tf=4s.
The tracking error of the system with and without the

proposed search framework is depicted in Fig. 3. The cor-

responding estimation error is depicted in Fig. 4. The final

estimate is p=(11.92, 2.12, 0.93). Due to the existence of

noise, the parameter estimates do not converge to the true
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(a) Tracking error of system in section V-B without the proposed search
framework.

0 20 40 60 80 100 120 140 160
Time [s]

-5

0

5

T
ra

ck
in

g
 E

rr
o

r

×10-3

(b) Tracking error of system in section V-B with the proposed search
framework.

Fig. 3: Tracking error of system in section V-B with/without

the proposed search framework.
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Fig. 4: Parameter estimation error of system in section V-B

values. However, we do obtain much better parameter esti-

mates in comparison with the initial guess, and the transient

performance of the controller is significantly improved.

C. Comparison with existing methods

As summarized in [14] and [17], model re-distribution

methods were used in adaptive control to improve the tran-

sient performance. Ignoring the non-essential difference in

their formulation, the central idea of these approaches is to

move the identification models close to the one with the best

identification performance.

To show the efficiency of the proposed method, a compar-

ison is made between our method and the dynamic sampling

approach in [11], which is a typical model-redistribution

approach. The two algorithms are executed on the system

described in section V-B. Our platform is a MacBook Pro

with 2.7 GHz Intel Core Quad processor, running Matlab

environment. The comparative result is shown in Table. I.

From the comparison, the proposed method not only outper-

forms in parameter estimation accuracy but also significantly

reduces computational load.

Proposed Dynamic Sampling
Number of used models 9 64 (4× 4× 4)
Computation time [s] 95 774
System running time [s] 170 170
Estimation error 0.16 2.03

TABLE I: Comparison between the proposed method and

the dynamic sampling method on system (42). The pro-

posed method provides better estimation accuracy, uses fewer

identification models and saves computational resource in

comparison with the dynamic sampling method.

Fig. 5: The proposed method is applied to a simulated Atlas

humanoid robot. Figure shows snapshots of a consecutive

step of the walking task used as the exciting trajectory.

D. Application to a simulated humanoid robot

The proposed method is applied on the mass identification

of several links of a simulated full-scale humanoid robot.

The walking task shown in Fig. 5 is used as the exciting

trajectory and the mass of seven links related to walking

(torso, left/right foot, left/right calf and left/right thigh) are

assumed unknown.

The dynamic equation of a humanoid is

H(q)q̈ + C(q, q̇) = τ + JT f (22)

and the identification model is

Ĥ(q)¨̂q+ Ĉ(q, q̇) = τ +JT f +K1(q− q̂)+K2(q̇− ˙̂q) (23)

where q and q̂ are generalized positions, H and Ĥ are mass

matrices, C and Ĉ are bias forces, τ is the torque input. f
is the ground reaction force measured by simulated sensors

and J is the contact Jacobian. The state vector is x = (q, q̇).
There are 7 unknown parameters and 24 models are used.

Figure 6 depicts the L2 mass error over time. The initial

L2 mass error is approximately 6 kg. After more than 20

iterations, the L2 error is less than 0.5 kg.

VI. CONCLUSION

The contribution of this paper is two-fold: first, we in-

troduce the guided search framework into multiple model

control scheme. To our best knowledge of current literature,

this is the first effort to perform guided search in multiple

models based tuning and switching framework, and carry out

the update of the model set by descent algorithm. Second, the
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Fig. 6: Mass estimation error of the simulated humanoid

robot.

convergence of parameter estimate under certain conditions

is established. The number of needed identification models

in the proposed method grows linearly with respect to the

number of unknown parameters, in comparison with the

exponential growth of existing methods. Thus, the proposed

method shows significant improvement in computational

efficiency. Besides, the proposed framework allows us to

treat non-linear system with non-affine unknown parameters

in a unified and modularized form, which circumvents the

complicated and problem-specific linearization process. Sim-

ulation results demonstrate the efficiency and robustness of

the proposed method.
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APPENDIX

A. Analysis of Remark 2
Remark 2 can be formally stated as follows. For any finite

t, μ(t, p) is continuous with respect to p, if the function

F (x̃, x, p, p∗, u) in (4) is continuous and locally Lipschitz

continuous with respect to p and x̃, for the given state x(t)
and input u(t) of the original plant (1).
Proof : Remark 2 will be proved by Poincare Map. Let

x̃(tstart : tend, p, η) (24)

denote the solution of (4) at time tend, if (4) is initialized

at t=tstart with x̃=η and parameter p, for given u(t) and

x(t). By using Poincare Map theorem, x̃(tstart : tend, p, η)
is continuous with respect to p and η.

As [tstart, tend]×Θ is compact, x̃(tstart : τ, p, η) is uni-

formly continuous with respect to τ and p. Thus, for any

p, p̄ ∈ Θ, tstart ≤ τ ≤ tend and ε > 0, there exists δ, such

that ‖p− p̄‖ < δ implies,

‖x̃(tstart : τ, p, η)− x̃(tstart : τ, p̄, η)‖ < ε (25)

Moreover, recall the definition of μ in (5) and let K be

the upper bound of w(t), for tstart ≤ τi ≤ tend. Then with

(25), for any p, p̄ ∈ Θ and ε > 0, there exist δ > 0, such

that if ‖p− p̄‖ < δ,

‖μ(tstart, tend, p)− μ(tstart, tend, p̄)‖ < KTε2 (26)
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where T=tend− tstart. The continuity of μ over p is proved.

B. Proof of Remark 3

Consider a non-linear system with affine unknown param-

eters, as studied in [18]

ẋ(t)=f(x(t), u(t)) + g(x(t), u(t))p∗ (27)

and the associated identification model

˙̂x(t)=f(x(t), u(t)) + g(x(t), u(t))p+ k(t)x̃(t) (28)

where x(t) ∈ R
nx , u(t) ∈ R

nu , p ∈ R
np are state

vector, control input vector and unknown parameter vector,

respectively. f(x, u) ∈ R
nx and g(x, u) ∈ R

nx×np are

continuous functions. x̃(t)=x(t)− x̂(t) is the tracking error

of identification model, k(t) is a positive gain matrix in the

form of diag(k1(t), k2(t), ..., knx
(t)), ki(t) ≥ 0. The error

dynamic is

˙̃x(t) + k(t)x̃(t) = g(x(t), u(t))(p∗ − p) (29)

Suppose x(t) and u(t) are provided, (29) is a linear

differential equation of x̃. x̃(0)=0 because identification

models will be reinitialized after each sampling. Thus, the

solution of error dynamic (29) is linear with respect to p−p∗,

which can be represented as

x̃(t) = G(t)(p∗ − p) (30)

and the monitoring signal is

μ(t, p) = (p∗ − p)
T
(

∫ t

0

w(τ)G(τ)
T
G(τ)dτ)(p∗ − p) (31)

The matrix M(t)=
∫ t

0
w(τ)G(τ)

T
G(τ)dτ is positive

semidefinite for t ≥ 0. Thus, μ(t, p) is a quadratic function

of p. If t > Tf , where Tf is defined in assumption 2,∫ t

0
w(τ)G(τ)

T
G(τ)dτ is positive definite. For t > Tf the

problem has an unique solution p=p∗.

C. Analysis of Remark 4

Consider the system studied in (27), from (31) one obtains

μi(p) = (p∗ − p)
T
(

∫ ti

ti−1

w(τ)G(τ)
T
G(τ)dτ)(p∗−p) (32)

where G(t) is defined in (30). Let Mi =∫ ti
ti−1

w(τ)G(τ)
T
G(τ)dτ , thus

Li ≤ λmax(Mi) (33)

where λmax(Mi) is the maximum eigenvalue of the positive

semi-definite matrix Mi. If x(t) and u(t) are bounded,

which can be achieved by robust control schemes like [22],

g(x(t), u(t)) must be bounded, for the continuity of g(x, u).
Thus, x̃(t) in (29) and G(t) in (30) are bounded. If there

exists a Tupper, such that ti − ti−1 < Tupper, i=1, 2, ...,
then Mi and all its eigenvalues are bounded. As a result, the

sequence {Li} is bounded.

D. Proof of Theorem 1
From assumption 4 and the equation 2.4 of [23], for any

p1, p2 in Ω and i ∈ N+,

μi(p1) ≤μi(p2) +∇μi(p2)(p1 − p2)

+
Li

2
‖p1 − p2‖2

(34)

Let p1 = p2 − αi∇μi(p2), thus for all p1, p2,

μi(p1) ≤ μi(p2)− (1− Liα

2
)α‖∇μi(p2)‖2 (35)

Take p1 = p+i , p2 = p−i , and letting the search step αi

satisfy αi ≤ 1/Li. Then,

μi(p
+
i ) ≤ μi(p

−
i )−

αi

2
‖∇μi(p

−
i )‖

2
(36)

By plugging in (34), and letting p2=p∗, p1=p−i , one

obtains

μi(p
+
i ) ≤ μi(p

∗) +∇μ(p−i )(p
−
i − p∗)− αi

2
‖∇μi(p

−
i )‖

2

(37)
Notice that

1

2αi
(‖p−i − p∗‖2 − ‖p+i − p∗‖2) =∇μi(p

−
i )(p

−
i − p∗)

− αi

2
‖∇μi(p

−
i )‖

2

(38)
Inserting (38) into (37), one obtains

μi(p
+
i )− μi(p

∗) ≤ 1

2αi
(‖p−i − p∗‖2 − ‖p+i − p∗‖2) (39)

Thus, we reach the conclusion

0 ≤ (‖p−i − p∗‖2 − ‖p+i − p∗‖2) (40)

because μi(p
+
i ) ≥ μi(p

∗), and equality holds if and only if

p+i =p∗.

E. Proof of Theorem 2
Consider the sequence

ai = ‖p+i − p∗‖2, i = 0, 1, 2, ... (41)

As p−i =p+i−1, from lemma 1, if ai+1 �= 0

ai+1 < ai (42)

By using ai ≥ 0, it is known that limi→∞ ai exists.

Suppose limi→∞ ai=c > 0, and let another sequence {bk}
be bk=(ak − ak+1)/(2αi). By assumption 5, one obtains

limk→∞ bk=0. However, by plugging in (39), one obtains

bk ≥ μi(p
+
i )− μi(p

∗) = μi(p
+
i ) (43)

Thus, limi→∞ μi(p
+
i )=0. Suppose limi→∞ (p+i ) do not

exist or limi→∞ (p+i ) �= p∗. Because the sequence {p+i }
is bounded, there must be a subsequence of {p+i }, namely

{p+i′ }, that limi′→∞ (p+i′ ) exists and limi′→∞ (p+i′ ) = p∗∗ �=
p∗. Since {p+i′ } is a subsequence of {p+i }, one obtains

lim
i′→∞

μi′(p
+
i′ ) = 0 (44)

However, by Proposition 1, μi′(p
∗∗) ≥ wαx̃(‖p − p∗‖),

which contradicts (44). Thus, limi→∞ (p+i )=p∗, and the

proof is complete.

3410

Authorized licensed use limited to: Shaanxi Normal University. Downloaded on July 03,2020 at 11:01:02 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


